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Predicting how species’ abundances and rangeswill shift in response
to climate change requires a mechanistic understanding of howmul-
tiple factors interact to limit population growth. Both abiotic stress
and species interactions can limit populations and potentially set
range boundaries, but we have a poor understanding of when
and where each is most critical. A commonly cited hypothesis, first
proposed by Darwin, posits that abiotic factors (e.g., temperature,
precipitation) are stronger determinants of range boundaries in ap-
parently abiotically stressful areas (“stress” indicates abiotic factors
that reduce population growth), including desert, polar, or high-
elevation environments, whereas species interactions (e.g., herbiv-
ory, competition) play a stronger role in apparently less stressful
environments. We tested a core tenet of this hypothesis—that pop-
ulation growth rate is more strongly affected by species interactions
in less stressful areas—using experimental manipulations of species
interactions affecting a common herbaceous plant, Hibiscus meyeri
(Malvaceae), across an aridity gradient in a semiarid African savanna.
Population growth was more strongly affected by four distinct spe-
cies interactions (competition with herbaceous and shrubby neigh-
bors, herbivory, and pollination) in less stressful mesic areas than
in more stressful arid sites. However, contrary to common assump-
tions, this effect did not arise because of greater density or diversity
of interacting species in less stressful areas, but rather because arid-
ity reduced sensitivity of population growth to these interactions.
Our work supports classic predictions about the relative strength of
factors regulating population growth across stress gradients, but
suggests that this pattern results from a previously unappreciated
mechanism that may apply to many species worldwide.
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Understanding the relative strength of the factors that regu-
late population growth and abundance is a fundamental

goal of ecology. In the era of anthropogenic climate change, it is
particularly important to understand what factors allow pop-
ulations to persist and set species’ range boundaries (1–4). Al-
though we know that climate and other abiotic factors can
constrain geographic ranges (2), theoretical and empirical stud-
ies show that predation, competition, and other species inter-
actions can also limit population growth substantially enough to
set range boundaries (5–8). One long-standing hypothesis, first
proposed by Darwin (5), predicts that abiotic factors should set
range boundaries in areas that are cold, dry, or both (hereafter
“stressful environments”), whereas species interactions should
set boundaries in less stressful environments. We refer to this
idea, which has been discussed by multiple authors since Darwin
(6–8) but never clearly named, as the species interactions–abiotic
stress hypothesis (SIASH). Here, we use changes in estimated
population growth rate as a metric of species interactions’ effect
size (“intensity” sensu ref. 9), and, as in previous work (8), we
define “stress” as any abiotic condition, including but not limited
to resource limitation, that reduces mean fitness or population
growth rate. There are numerous experimental tests of this idea,

but most focus on single interactions (e.g., refs. 10 and 11) and
on small-scale gradients; most notably, antagonistic interactions
across intertidal depths have generally supported the hypothesis
(12, 13). Correlative data, such as abundance records (ref. 14,
although see refs. 15 and 16) and studies of species distribution
models (17) suggest that it might manifest across broader spatial
scales (18, 19); patterns of cosympatry also provide mixed sup-
port (20, 21).
Nonetheless, we still require large-scale experimental tests of

the generality of SIASH, tests of the mechanisms generating
differential effects of species interactions across stress gradients,
and simultaneous consideration of multiple types of species in-
teractions (8). Opposing effects of different species interactions,
multiple interacting stress gradients, or range boundaries caused
by other factors (such as dispersal limitation, lack of genetic
variability in peripheral populations, or other nondemographic
constraints) could all limit the generality of Darwin’s conjecture.
In fact, the stress gradient hypothesis, which enjoys considerable
empirical support, predicts that the intensity of positive vs. neg-
ative effects (but not necessarily net effect size) of species in-
teractions should vary systematically with stress (22). While there
is some evidence that both negative and positive interactions
should set similar range limits (23), Darwin predicted only how
the strength of antagonistic interactions varies across stress gra-
dients (5). Despite this mixed empirical and theoretical support,
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SIASH has recently been invoked to explain broad-scale patterns
in species’ abundance and distribution, including discrepancies
between trailing and leading range boundary dynamics (19, 24).
The central premise of SIASH is that species interactions

strongly limit population growth rate in less stressful areas, ul-
timately driving populations into decline, but have little effect on
population growth rate in more stressful areas (8). Darwin
originally proposed—and it is still commonly assumed—that
higher densities or diversities of interacting species in less
stressful areas generate stronger population-level effects of
species interactions (5, 7, 25); we call this the “density mecha-
nism.” However, at least two other mechanisms could also gen-
erate this pattern. The “per capita impact mechanism” predicts
that each individual interactor exerts stronger effects on vital
rates (e.g., survival, growth, and reproduction) in less stressful
areas. For example, an herbivore could consume more plant
tissue in mesic areas because plants are more palatable or occur
at higher densities, making them easier to find. The “life history
mechanism” could operate if stress alters species’ demographic
patterns such that the same per capita effects and interactor
densities generate stronger effects on population growth in less
stressful areas. For example, if offspring establishment is higher
in less stressful areas, then population growth may be more
sensitive to herbivore-induced reductions in plant reproductive
output in these areas than in more stressful sites.
Here, we experimentally test how multiple types of species in-

teractions impact population growth rate across an abiotic stress
gradient, and how differences in interaction strengths arise. We
quantified the effects of four species interactions, including both
positive and negative interaction types, on vital rates and population
growth rates of a common African plant, Hibiscus meyeri (Malva-
ceae), across an aridity gradient in central Kenya. H. meyeri occurs
in semiarid savannas, where plants experience (i) water limitation;
(ii) both competitive and facilitative effects from neighboring
shrubby and herbaceous plants (26); (iii) browsing by a diverse array
of large mammals (27); and (iv) variability in insect-mediated out-
cross pollination (Supporting Information).

Results
At three sites across the stress gradient (Arid, Intermediate, and
Mesic, collectively spanning a 22% increase in mean annual
precipitation; ref. 28), we collected demographic data over 4 y on
H. meyeri plants that varied in their distance to woody plants
(“shrubs”), and that were subjected to factorial manipulation of
(i) mammalian herbivores (27) (Fig. S1) and (ii) neighboring
(<30-cm) herbaceous vegetation. We estimated effects of rainfall
in the year before measurement, neighboring herbaceous plant
cover (“herbs”), distance to nearest shrub, and herbivory (“her-
bivores,” as estimated by the amount of mammalian herbivore
dung) on five classes of vital rates (size-specific survival, growth,
probability of fruiting, number of fruits given fruiting, and fruit-
to-seedling transition rate), using mixed models with block as a
random effect (Fig. S1). To simulate the positive effects of
pollinator presence, we increased predicted values of seeds per
fruit and fruits per plant (the two vital rates affected by in-
breeding depression in a congener; ref. 29 and Supporting In-
formation), as pollinators alleviate the inbreeding depression
associated with facultative self-pollination (30), the most com-
mon type of pollination for H. meyeri. Species interactions and
aridity influenced multiple vital rates, with the strongest aridity
effects on fruit-to-seedling transition rate and strongest species
interaction effects on decrease in reproduction due to shrub
proximity and herbivore presence (Fig. S2 and Table S1).
We combined vital rate estimates to estimate stochastic pop-

ulation growth rate (λs) as functions of both stress (i.e., temporal
and spatial variation in rainfall) and each type of species in-
teraction using integral projection models (IPMs) (31), which,
like other demographic models, use size- or other stage-specific

estimates of different vital rates to generate estimates of pop-
ulation growth. We then simulated removal of herbs, shrubs, or
mammalian herbivores (by reducing interactor densities to ap-
proximately zero in our mixed models and recalculating λs;
Supporting Information) or addition of pollinators (by increasing
predicted values of seeds per fruit and fruits per plant, as de-
scribed above; hereafter, “simulated pollinators”) to quantify the
effect of each interaction on λs at each site. We then asked
whether the strength of these effects differed consistently from
the Mesic to Arid site (Fig. 1 and Fig. S3).
Effects of aridity and species interactions on population growth

rate were all in the predicted directions: Arid λs was lower than
Mesic λs, and the removal of consumptive or net competitive ef-
fects (i.e., herbs, shrubs, and herbivores) or addition of positive
interactions (simulated pollinators), increased λs at all three sites
(Fig. 1). The magnitudes of effects of all four species interactions
were also consistent with SIASH’s predictions: effects of each
interaction on λs increased from the Arid to the Mesic site (Fig. 1).
This consistent effect was observed even for simulated pollinators,
a positive species interaction, and even when a species interaction
had positive effects on one vital rate(s) and negative effects on
others (e.g., removing shrubs reduced survival but increased
number of fruits among plants that fruited; Fig. S2 and Table S1).
Support for SIASH was also robust to model and parameter un-
certainty, which we quantified by estimating a relative interaction
effect (RIE) index, the difference between ln[(λs with herb, shrub,
or herbivore removal, or simulated pollinator addition)/(λs under
field conditions)] at the Mesic vs. Arid site for 1,000 sets of ran-
dom vital rate models and parameter values (Fig. 2 and Fig. S3).
RIE values, which compare the effect of a species interaction on λs
between our two climatically extreme sites, were consistently
greater than zero, conforming to SIASH predictions.
To test how the density, per capita impact, and life history

mechanisms each contributed to stronger effects of species in-
teractions on population growth under less stressful conditions,
we decomposed RIE values into the relative contribution of each
mechanism by reestimating RIE while holding the various pa-
rameters controlling nontarget mechanisms constant in the un-
derlying vital rate functions (Materials and Methods). For shrubs,
herbivores, and simulated pollinators, the life history mechanism
almost entirely accounted for stronger effects in the Mesic site
(Fig. 3). For H. meyeri’s interaction with herbs, the density
mechanism also contributed substantially to stronger effects in
the Mesic site. For herbivory, the density mechanism actually re-
duced RIE values due to higher herbivore activity at the Arid site
during our study (28) (Supporting Information).
The strong support for the life history mechanism means that

population growth was more sensitive at the Mesic than the Arid
site to changes in one or more vital rates that were influenced by
each species interaction. To isolate the contribution of each vital
rate’s variation with aridity to the difference in effects of species
interactions across sites, we adopted a similar approach to that
described for our first decomposition. In these RIE calculations,
λs estimates were generated using site-specific values of the
target species interaction on all vital rates, but values of only the
target vital rate included site-specific rainfall and block effects
(Materials and Methods), isolating the effects of aridity-driven
vital rate differences.
For each species interaction, changes across sites in a single vital

rate generated the majority of the SIASH pattern. For interactions
with herbs, shrubs, and simulated pollinators, changes in the fruit-
to-seedling transition rate (Fig. S2) generated essentially the en-
tire pattern of stronger effects of species interactions at the Mesic
site (Fig. 4). For herbs and simulated pollinators, these effects
were at least partially direct, as these species interactions affected
fruit-to-seedling transition rate (Fig. S2 and Table S1). By con-
trast, for shrubs, these effects were entirely indirect: shrubs did not
directly affect fruit-to-seedling transition rate (Fig. S2 and Table

544 | www.pnas.org/cgi/doi/10.1073/pnas.1708436115 Louthan et al.

http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1708436115/-/DCSupplemental/pnas.201708436SI.pdf?targetid=nameddest=STXT
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1708436115/-/DCSupplemental/pnas.201708436SI.pdf?targetid=nameddest=SF1
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1708436115/-/DCSupplemental/pnas.201708436SI.pdf?targetid=nameddest=SF1
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1708436115/-/DCSupplemental/pnas.201708436SI.pdf?targetid=nameddest=STXT
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1708436115/-/DCSupplemental/pnas.201708436SI.pdf?targetid=nameddest=STXT
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1708436115/-/DCSupplemental/pnas.201708436SI.pdf?targetid=nameddest=SF2
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1708436115/-/DCSupplemental/pnas.201708436SI.pdf?targetid=nameddest=ST1
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1708436115/-/DCSupplemental/pnas.201708436SI.pdf?targetid=nameddest=STXT
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1708436115/-/DCSupplemental/pnas.201708436SI.pdf?targetid=nameddest=SF3
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1708436115/-/DCSupplemental/pnas.201708436SI.pdf?targetid=nameddest=SF2
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1708436115/-/DCSupplemental/pnas.201708436SI.pdf?targetid=nameddest=ST1
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1708436115/-/DCSupplemental/pnas.201708436SI.pdf?targetid=nameddest=SF3
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1708436115/-/DCSupplemental/pnas.201708436SI.pdf?targetid=nameddest=STXT
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1708436115/-/DCSupplemental/pnas.201708436SI.pdf?targetid=nameddest=SF2
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1708436115/-/DCSupplemental/pnas.201708436SI.pdf?targetid=nameddest=SF2
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1708436115/-/DCSupplemental/pnas.201708436SI.pdf?targetid=nameddest=ST1
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1708436115/-/DCSupplemental/pnas.201708436SI.pdf?targetid=nameddest=SF2
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1708436115/-/DCSupplemental/pnas.201708436SI.pdf?targetid=nameddest=ST1
www.pnas.org/cgi/doi/10.1073/pnas.1708436115


S1), but the much higher Mesic site fruit-to-seedling transition
rate means that the effects of shrubs on reproductive rates gen-
erated much larger increases in λs at the Mesic than Arid site. For
herbivores, aridity-driven differences in reproduction (combined
probabilities of fruiting and number of fruits among plants that
fruited) directly generated the majority of the SIASH pattern (Fig.
4C, Fig. S2, and Table S1), although survival and mean growth
also contributed (and fruit-to-seedling transition rate countered the
net effect). In sum, at the Mesic site, the life history ofH. meyeri was
altered such that λs was far more sensitive to the effects of all four
species interactions on vital rates, especially those that altered re-
production or recruitment (Fig. S4).

Discussion
Population growth of H. meyeri was more sensitive to species in-
teractions in abiotically less stressful areas, supporting the funda-
mental pattern hypothesized by SIASH (8). This finding accords
with prior experimental and correlative studies, including Con-
nell’s (12, 13) experimental studies on predation and herbivory in
intertidal ecosystems and work describing broad-scale patterns in
species distributions (14, 17, 19, 21, 24, 25). Our findings of weaker
net competitive effects of herbs and shrubs in the Arid site are also
consistent with the predictions of the stress gradient hypothesis
(22), although we do not see evidence of net facilitative effects on
population growth under any conditions in our study.
Variation in plant life history across the aridity gradient was

integral to generating the SIASH pattern: aridity sharply de-
creased fruit-to-seedling transition rate, which in turn reduced the
sensitivity of population growth to both this vital rate itself, as well
as, less substantially, to other vital rates associated with offspring
production (Fig. S4). Low sensitivities to these vital rates in the
Arid site resulted in weak population-level effects of species in-
teractions that affected offspring production. This finding differs
from the common assumption that the SIASH pattern arises due
to higher densities or diversities of interacting species in less
stressful areas (5, 7, 25). This life history mechanism could
generate the SIASH pattern in many systems and should operate
whenever (i) one or more proportional sensitivities to λs de-
crease with stress and (ii) species interactions have similar pro-
portional effects on vital rates across a stress gradient. One other

full demographic study provides evidence that the proportional
sensitivity of λ to vital rates might differ systematically across en-
vironmental gradients in just this way (32). However, we also note
that the life history mechanism could also generate the opposite of
the SIASH pattern if proportional sensitivities to λs increase
with stress.
The strong effects of aridity on vital rate sensitivities associated

with offspring production and survival that we see here seem likely
to be present for many plant populations that occur across stress
gradients. Stress, specifically aridity, tends to have the strongest
negative impacts on younger and more vulnerable life stages, such
that seed establishment and seedling survival are strongly im-
pacted (33–36). These negative impacts will tend to decrease the
relative effect of species interactions that affect offspring pro-
duction on population growth, leading to the exact SIASH pattern
we document here.

Fig. 2. Species interactions exerted stronger effects on λs in less stressful
areas. The difference between Mesic and Arid Δλs (Fig. 1) represents the
relative interaction effect (RIE), with RIE > 0 indicating stronger effects of
manipulating species interactions at the Mesic site than the Arid site. Box-
plots show predictions incorporating model and parameter uncertainty, and
numbers above boxes indicate the percentage of 1,000 replicates where
RIE > 0. For antagonistic interactions, we estimated effects on λs using the
ratio of λs with a species interaction removed to that with the natural levels
of the species interaction; for simulated pollinators, to preserve the same
scaling, we used the opposite ratio.

Fig. 1. Aridity and all four species interactions affected H. meyeri population growth rate (λs). We calculated λs with natural levels of the species interactions
(filled bars) and with modified levels of the species interactions (open bars) at each site (A–D) and calculated the mean log ratio of each λs pair (Δλs; E–H) across
1,000 replicates incorporating model and parameter uncertainty. For antagonistic interactions, we estimated effects on λs using the ratio of growth in the
absence of the interaction (indicated by −s and −h) to that under natural levels of the interaction (A–C and E–G, indicated by +s and +h); for simulated
pollinators, to preserve the same scaling, we used the opposite ratio (D and H; +p indicates the presence of simulated pollinators, and −p indicates the
absence of simulated pollinators). Int., Intermediate site.
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In our study, per capita effects of species interactions and density
of interactors were largely unchanged with stress (Fig. S2). In other
species or other species interactions, per capita effects on vital rates
might differ with stress, such that we would not see the same level
of support for SIASH that we observe in this study. For example,
antagonistic interactions such as herbivory, predation, or parasitism
might exert negligible effects on vital rates in less stressful areas
because individuals are better able to compensate for damage (37)
or deter attack (38, 39), resulting in weaker support for SIASH.
Alternatively, if interactor density decreases with stress, then we
might see stronger support for SIASH, as well as stronger effects of
the density mechanism in generating the SIASH pattern (as we
found for effects of herbs on H. meyeri). The density mechanism
might play a crucial role over larger spatial scales, such as lat-
itudinal gradients, that can exhibit strong variation in interactor
diversity and density (40). Although our results were consistent
across a multitude of species interactions and suggested a strong
role for the life history mechanism, further demonstrating the
generality of the pattern will require attention to a broader range
of taxa and stress gradients. In the case of multiple uncorrelated
abiotic stressors, support for SIASH will depend on patterns of
interactor density and diversity, per capita impacts of interactors,
and life history of the focal organism across the combined stress
gradients; the latter two in particular are poorly understood for
most species, even across a single axis of one type of stress.
Our results suggest that species interactions may be the stron-

gest force setting H. meyeri range boundaries in less stressful areas
by limiting population growth and ultimately driving λs < 1. We did
not see direct evidence for population decline due to species in-
teractions, likely because our experiment was not near the species’
mesic range boundary; while precipitation in our experiment
spans an appreciable fraction (8%) of the range of annual
precipitation levels experienced by H. meyeri across its range,
the conditions at our study sites were on the arid end of the
species’ climate envelope (Supporting Information). For species

interactions to set the mesic range boundary would require that
impacts of species interactions on population growth continue
to increase with rainfall and offset any positive, direct effects
of increasing moisture. Confirmation of this hypothesis would
require transplant experiments beyond the species’ climatic
range boundaries combined with manipulations of species
interactions, as well as tests of other potential range bound-
ary drivers.
Collectively, our data show that the effects of species inter-

actions on population growth rate vary as a function of stress, a
crucial step in distinguishing abiotic vs. biotic controls of both
population growth and range boundaries. Consistent with the
apparent lack of abiotic control over some warm-edge range
boundaries (19, 24), our results suggest that species interactions
could constrain many trailing edge boundaries (24) while having
relatively weak effects on leading edge boundaries. Furthermore,
we show that this pattern results from a hitherto-largely overlooked
mechanism, changes in the sensitivity patterns of population growth
with decreasing stress. These results caution against ignoring or
minimizing effects of species interactions when predicting future
distributions (4, 41–46).

Materials and Methods
We worked at the Mpala Conservancy in central Kenya, a semiarid acacia
savanna (0°17′N, 37°52′E), with little spatial temperature variation and a di-
verse assemblage of large mammalian herbivores (Supporting Information).
We used a replicated large-scale exclusion experiment arrayed across a pro-
nounced rainfall gradient [Ungulate Herbivory Under Rainfall Uncertainty
(UHURU) (28)] to manipulate mammalian herbivores. UHURU comprises 36 1-
ha plots, including unfenced controls and three size-selective exclosure
treatments; each treatment is replicated three times in blocks at each of
three sites across the rainfall gradient (Fig. S1). Total average rainfall in-
creases 22% from the Arid to Mesic site, and soil characteristics do not vary

Fig. 4. The difference between fruit-to-seedling transition rate between
Arid and Mesic sites was the primary vital rate difference generating the
SIASH pattern. Boxplots show contributions of each vital rate to total RIE
value for 1,000 replicates incorporating model and parameter uncertainty of
decompositions of the vital rates, analogous to Fig. 3, for shrubs (A), herbs
(B), herbivores (C), and simulated pollinators (D). Values are standardized by
dividing by the total RIE from a replicate, so that with strict additivity the
four values would sum to 1. Positive numbers indicate that aridity-driven
differences in a vital rate contributed to the expected SIASH pattern; neg-
ative numbers indicate effects opposing the net pattern [e.g., for herbivores
(C), fruit-to-seedling transition rate contributed to stronger effects of her-
bivores in the Arid site, opposing the SIASH pattern]. Note difference in scale
in D. F-to-s, fruit-to-seedling transition rate; Rep., reproduction (probability
of fruiting and number of fruits given fruiting).

Fig. 3. The SIASH pattern arose primarily from the life history mechanism.
Boxplots show RIE values, incorporating model and parameter uncertainty
of 1,000 replicates, decomposing the mechanisms creating greater effects of
species interactions on λs in the Mesic vs. Arid site, for shrubs (A), herbs (B),
herbivores (C), and simulated pollinators (D). Values are standardized by
dividing by the total RIE from a replicate, so that with strict additivity the
three values would sum to 1. Positive numbers indicate that the mechanism
contributed to the expected SIASH pattern; negative numbers indicate
mechanisms opposing the net pattern (e.g., the density mechanism for
herbivory, C, contributed to stronger effects of herbivores in the Arid site,
opposing the net SIASH pattern).
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substantially across this gradient (28). We used rain gauges to measure
precipitation and quarterly herbivore dung counts (28) as a proxy for her-
bivore density (Supporting Information). We collected data from all herbi-
vore exclosure treatments and used it to parameterize vital rate models, but
our herbivore presence/absence contrast compares results from unfenced
plots and the total-exclosure treatment, which reduces densities of all large
mammal herbivores to zero.

In this ecosystem, H. meyeri is a common water-limited subshrub (Sup-
porting Information). It is heavily browsed by multiple mammal species, has
no pronounced chemical or physical defenses, and exhibits moderate com-
pensatory regrowth following herbivory (27). Its flowers present their styles
for outcross pollination by insects but can also self-pollinate if no insects
visit. Self-pollination is very common, but bouts of outcrossing also occur
(Supporting Information). H. meyeri life history varies substantially across
this gradient (time required by the population to increase by a factor of R0,
generation time, is 22.1 y in the Arid, 15.0 in the Intermediate, and 9.9 in the
Mesic site; Fig. S2).

Data Collection. In July 2011, to assess effects of rainfall and herbivory on
H. meyeri vital rates, we searched randomly selected areas in all UHURU sites
and treatments (controlling for plant phenology; ref. 27), as well as four
transects outside of the UHURU experiment (two at the Mesic and two at the
Arid site, each coded as a separate block for analysis), and marked and
mapped all H. meyeri individuals, measuring size, counting fruits, and esti-
mating percent ground cover of all vegetation in a 30-cm radius (sample
sizes in Table S2). Until 2014, we returned annually to remeasure these
plants, also recording survival and distance to nearest woody or succulent
shrub (acacia, Vachellia spp., and Senegalia spp., as well as Euphorbia nyikae,
Croton dichogamous, Grewia spp., Balanities spp., or Boscia sp.) >30 cm tall.
Throughout the study, we marked new plants in the same areas to replace
dead individuals for a total of 1,719 unique individuals followed.

To quantify the effect of herbaceous neighbors on plant vital rates, we
marked and measured haphazardly chosen plants (arrayed across the size
spectrum) in the total-exclosure and unfenced control plots and transects
at all sites (26), randomly assigned one-third to a neighbor removal treat-
ment, and removed all herbaceous biomass within a 30-cm radius, carefully
painting the cut stalks with herbicide (glyphosate) to prevent resprouting. We
repeated this biomass removal procedure twice yearly and remeasured all
plants annually, replacing dead or missing plants as necessary, for a total of
1,504 individuals (Table S2).

Unlike the experimental approach used for herbs and herbivores (which
estimates the effect of experimentally reducing species interactions from
their naturally occurring densities to zero) and the observational approach
we used for shrubs (which quantifies the effect of shrubs at naturally oc-
curring average vs. far distances), we used a simulation-based approach based
on partial observational data to estimate the possible effects of pollinators.
We used work on a congeneric species with a similar floral phenotype [Hi-
biscus trionum (29); Supporting Information] to simulate a release from in-
breeding depression caused by increased pollinator visitation rate (which
affected two vital rates, fruit-to-seedling transition rate and number of
fruits given fruiting). Our pollinator simulations assume that all fruits we
observed in the field were self-pollinated, and represent a shift from 0%
outcross pollination to 100% outcross pollination (both plausible outcomes,
as field observations indicated that per-plant outcross-pollination rates
were usually either 0% or 100%; Supporting Information). Thus, our results
reflect the maximum possible effect pollinators could exert in this system
(but see Supporting Information), although we do not experimentally quan-
tify their effect.

We obtained fruit-to-seedling transition rate data by counting all seed-
lings in a 2-m radius around fecund individuals arrayed across all site*ex-
closure-treatment combinations immediately after a wet season.

Statistical Analysis. We used corrected Akaike information criterion (AICc) to
select best-fit mixed-effects models for survival, mean growth, variance in
growth, probability of fruiting, number of fruits produced, and fruit-to-
seedling transition rate. We identified the best models from all subsets of
a global model with initial biomass and all two-way interactions between
rainfall (measured as site- and year-specific rainfall totals), herbivore activity
(estimated via dung counts in each herbivore exclosure treatment*block
combination), neighboring herbaceous plant cover, and distance to nearest
shrub as fixed effects (or all interactions among rainfall, herbivore activity,
and neighboring biomass cover as fixed effects for fruit-to-seedling transi-
tion rate; Supporting Information). Using continuous predictor variables (e.g.,
dung counts rather than herbivore exclosure treatment, or rainfall rather

than site) allowed us to capitalize on spatiotemporal variation in these
predictor variables to improve our predictions of vital rate responses.

For each of the three sites, we constructed stochastic IPMs (31) for each of
five kernels representing different combinations of species interactions: (i)
field conditions: + herbs, + shrubs, + herbivores, − simulated pollinators; (ii)
field conditions − shrubs; (iii) field conditions − herbs; (iv) field conditions −
herbivores; (v) field conditions + simulated pollinators, using 5 y of rainfall
data (Supporting Information).

We incorporated both model and parameter uncertainty into our esti-
mates of λs values (and hence effects of species interactions on λs). To do so,
for each vital rate, we first selected a model from among those with ΔAICc ≤
2 and with a probability of selection proportional to the model’s AICc
weight, and then sampled from the multivariate distribution of fixed-effect
parameter estimates for the selected model (Table S1) and calculated each
of the five above kernels for each set of parameter values. We replicated this
procedure 1,000 times. For each replicate and species interaction, we cal-
culated Δλs = ln(λs with altered species interactions/λs under field conditions)
for both Mesic (Δλs,M) and Arid (Δλs,A) sites to obtain an RIE value (RIE = Δλs,M −
Δλs,A). We present a graphical illustration of our approach to calculate Δλs in
Fig. 1 and our approach to calculate RIE in Fig. S3. Effects of species interac-
tions in the Intermediate site always fell between those at Mesic and Arid sites.
Alternative methods of parameterizing IPMs yielded similar results (Supporting
Information), and λs values were near unity (Fig. S5).

To understand how the density, per capita impact, and life history
mechanisms contributed to the patterns of RIE values, we decomposed the
change in λs in Mesic vs. Arid sites attributable to each. For each species
interaction, we estimated three modified RIEs; for each, we set two of the
following three effects to mean values (mean pooled across Arid and Mesic
sites) in our mixed-model vital rate functions, leaving site-specific values for
Arid and Mesic vital rate functions for only one of the three effects: (i)
density of focal interactors (e.g., herbivore activity level); (ii) rainfall terms in
rainfall*focal species interaction terms (e.g., rainfall*herbivore activity
level); (iii) block effects and rainfall in all other terms besides rainfall*focal
species interaction terms. Retaining site-specific terms for (i) represents
variation in interactor density with rainfall (density mechanism), (ii) repre-
sents variation in per capita vital rates (per capita impact mechanism), and
(iii) represents the variation in life history effects (life history mechanism),
assuming that block effects are entirely composed of effects of rainfall dif-
ferences across sites (our results are robust to this assumption; Supporting
Information). Field densities of pollinators do not vary between the Mesic vs.
Arid site; thus, we could not vary (i) for simulated pollinators, and the
rainfall terms in rainfall*focal species interaction (ii) comprises all rainfall terms
in fruits per plant and fruit-to-seedling transition rate, the two vital rates af-
fected by inbreeding depression. Block effects and rainfall values in all other
vital rates comprise the life history mechanism. For example, to determine
herbivore RIE attributable to the life history mechanism, we set Arid and Mesic
site herbivore activity level equal to the mean herbivore activity level in Arid
and Mesic sites (i) and did the same for rainfall values in rainfall*herbivore
activity terms (ii), such that vital rate functions for Mesic vs. Arid sites differed
only in block effects and rainfall values in other terms. To obtain a modified
RIE, we followed the procedure described above, but using the modified vital
rate functions just described. To quantify the contribution of each mechanism,
we calculated a modified RIE and compared it to an unmodified RIE that used
site-specific focal species interaction levels, rainfall values, and block effects.

To assess how aridity-driven differences in each type of vital rate con-
tributed to RIE values, we used a similar approach. In these calculations, λs
values were generated using site-specific values of the focal species in-
teraction on all vital rates, but only the focal vital rate had site-specific
rainfall and block effects. Values for all nonfocal species interactions, as well
as rainfall and block values for nonfocal vital rates, were set to mean values
across both sites. Note that variance in growth was always set to mean
values. In this way, we isolated the effect of rainfall (assuming that block
effects were driven by rainfall) and each focal species interaction on each
focal vital rate, and then used the resulting λs values to calculate RIE.
Comparing these modified RIE values to the unmodified RIE for an in-
teraction gives the fractional contribution of each vital rate to the total RIE.

All data used to construct IPM projections are archived on figshare.
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Results of Predictions Using Alternate Models and Response
Variables
Analogous values for predictions using global models (models
that include all two-way interactions shown in Table S1) for Δλs
values from Fig. 1 in the main text are as follows: − shrubs: Arid:
−0.24 (SD, ±0.4514); Intermediate: 0.182 (0.4182); Mesic: 0.544
(0.2809); −herbs: 0.215 (0.1852), 0.293 (0.1886), 0.377 (0.1771);
− herbivores: 0.033 (0.0332), 0.056 (0.0382), 0.123 (0.0347); +
simulated pollinators: 0.01 (0.0043), 0.016 (0.0053), 0.023 (0.0054).
Note that, for shrubs, we see strong support for the stress gradient
hypothesis when using global models: larger facilitative effects than
competitive effects in the Arid site and larger competitive effects
than facilitative effects in the Mesic site (22). The Mesic site effects
are stronger than Arid site effects, supporting SIASH. See Fig.
S6 for an analogous figure that includes only per capita effects of
species interactions and results using only best-fit models. Support
for SIASH is robust to different numbers of mesh points, and to
analyzing differences or ratios of λs values. Finally, the values of
RIE used in Figs. 3 and 4 (− shrubs: mean: 0.3555, SD: 0.1386; −
herbs: 0.0895, 0.1126; − herbivores: 0.0487, 0.0308; and + simulated
pollinators: 0.0154, 0.0039) were calculated when setting non-
focal interacting species densities to the mean value (mean
across Mesic and Arid sites) and also show support for SIASH.
Note that these RIE values differ from values of RIE shown in
Fig. 2: Fig. 2 RIEs were calculated using site-specific predictor
variables for all interactions.
When calculating the contributions of our three mechanisms to

RIE, we included site-specific block effects in the life history
mechanism. This inclusion assumes that block effects in ourmixed
models arise entirely from rainfall effects on vital rates. However,
in addition to differences in rainfall among sites and blocks, block
effects could also include unmeasured variables that differ across
sites (e.g., insect herbivory, unmeasured soil characteristics, etc.).
To ensure that support for the life history mechanism is driven
primarily by a vital rate response to rainfall rather than these
unmeasured variables, we recalculated RIE contributions of each
mechanism while maintaining site-specific block effects in all vital
rates. For all species interactions besides herbs, the life history
mechanism remains the primary driver of stronger effects of
species interactions in theMesic than Arid site. For herbs, the per
capita mechanism becomes the primary driver, with life history a
secondary driver. Thus, our results are largely robust to assuming
that block effects are only driven by unmeasured differences
across sites, rather than at least partly driven by differences in
rainfall across sites.

Further Details on Estimating the Effects of Simulated
Pollinators on λs
Hibiscus meyeri Pollination Syndrome. H. meyeri has a floral phe-
notype that appears to favor outcrossing by an insect vector but
presumably assures self-fertilization in the absence of an ef-
fective pollination event. Similar to a well-studied Hibiscus in
this same system (30), H. meyeri displays flowers for only 1 d;
stigmas remain exposed to outcross pollen until the after-
noon, when, if they have not received outcross pollen, they bend
back to touch their style to the anthers surrounding the style
(resulting in self-pollination). Hibiscus trionum, a facultative
selfer with a similar floral phenotype to H. meyeri, shows weak,
delayed inbreeding depression, likely due to repeated inci-
dences of self-fertilization (29). In H. trionum, performance of
selfers compared with outcrosses was worst for maternal seeds

per fruit (outcross to selfer performance ratio = 1.0526) and
flowers per plant in the F1 generation (ratio = 1.0989) (29).

Simulation Approach to Estimate Effects of Pollination on Populations.
We opportunistically collected data on the fraction of self-
pollinated flowers in 245 plants across all sites and herbivore
exclosure treatments from 2010 to 2013. On a per-plant basis, the
fraction of self-pollinated flowers in the field ranges from 0 to 1, but
there is little variation among sites in average selfing rate (Arid
site = 0.99, Intermediate = 0.99, Mesic = 1.0); note that in-
corporating lower selfing rates in Arid sites into our analysis
would result in even weaker effects of simulated pollinators in
Arid sites.
Most commonly, plants self-pollinate all their flowers, but some

plants receive outcross pollen on all their flowers (80% of plants
had ≥90% of flowers selfed, 13% of plants had ≤10% selfed,
where “selfed” is defined as flowers on which a style recurved
more than 90° when surveyed between 2 and 4 PM). Thus, we
assumed that all observed H. meyeri plants selfed in the field, and
for our pollination treatment, we simulated outcrossing of all
flowers by adding a fractional increase of 1.0526 in fruit-to-
seedling transition rate (which includes seeds per fruit) and a
fractional increase in 1.0989 in number of fruits given fruiting
(which includes flowers per plant); effects on seeds per fruit and
flowers per plant are the two strongest effects of inbreeding
depression in H. trionum (29). Thus, our pollinator treatment
represents the most optimistic gains possible in pollinator ser-
vice: complete selfing to complete outcrossing, but these are
both realistic possibilities in the field. Note that our results
showing support for SIASH for simulated pollinators are likely
to largely arise from one simple life history effect; Mesic site
population growth rate was much more sensitive than Arid site
population growth rate to one of the vital rates that simulated
pollinators affect, fruit-to-seedling transition rate.

Inbreeding DepressionMay Vary with Stress.There is some evidence
that effects of inbreeding depression may be more severe in
stressful environments (47). Thus, a change from 0 to 100%
outcross pollinationmay havemore substantial impacts in our Arid
site than in the Mesic site. When incorporating a 69% increase in
the magnitude of inbreeding depression in the Arid site compared
with the Mesic site [species-wide average of increase in inbreeding
depression in stressful vs. less stressful locations, according to a
recent review (47)], we see stronger effects of simulated pollinators
in the Arid site, completely contrary to SIASH. We did not in-
corporate this 69% increase in inbreeding depression in Arid sites
in H. meyeri for three reasons: (i) while some of the “benign”
locations in this review were greenhouse conditions, watering
H. meyeri in the Mesic site still increases performance, indicating
the Mesic site is clearly still stressful; (ii) lineages within an in-
bred population often exhibit very different relationships between
stress and inbreeding depression, suggesting inconsistent responses
across genotypes (47); and (iii) 24% of species show no change at
all in inbreeding depression with stress (47). In fact, a recent paper
showed the opposite trend (inbreeding depression decreased with
stress) for multiple stressors (including aridity) (48).

Further Details on Model Fitting and Integral Projection
Matrix Construction
All analyses were conducted in R, version 3.3.2. Before fitting the
models, we first ensured that inclusion of each subset of our data
(unmanipulated plants, unmanipulated haphazardly selected plants,
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and unmanipulated plants within and outside of the UHURU
experiment) did not unduly change the parameter estimates of
the global model. For fruit-to-seedling transition rates, we
counted seedlings in a 2-m radius around 35 fruiting plants after
a wet season. While we tried to obtain a larger sample size,
sample size is low due to missing data. However, we see good
support for our best-fit models; cumulative AICc weight is 0.518
(Table S1). Critically, for all three best-fit models, average
block effect in the Mesic site is larger than average block effect
in the Arid site (block effects drive higher fruit-to-seedling
transition rate in the Mesic site; Table S1). To fit models, we
used ln(seedling number/fruit number) as a response variable.
Block and observer (of initial plant size) were random effects in
all vital rate models besides fruit-to-seedling transition. Fruit-to-
seedling transition had only block as a random effect (all of the
measurements were done by the same observer). Note that our
estimates of fruit production and fruit-to-seedling transition rates
are based on discrete measurements during one time period. While
we conducted these measurements in the wet season at the height of
reproduction and germination, fruit and seedling production is er-
ratic across time; thus, we may be underestimating total seedling
production and thus population growth.
We conducted replicate measurements by different observers at

the same time (or within 32 h) to estimate observer effects on our
measurement of size.Our twometrics of size, basal area and height,
were strongly correlated across multiple observers. A.M.L. per-
formed measurements consistently throughout the duration of this
study. Average fractional deviation from A.M.L.’s measurements
[(alternate observer’s measurements − A.M.L.’s measurements)/
A.M.L.’s measurements] was small (0.14 for basal area and
0.12 for height), and the R2 of log-transformed basal area × height
(we use basal area × height in our biomass estimation; see below)
of a linear regression between the alternate observer’s measure-
ments and A.M.L.’s measurements was 0.93. Furthermore, the
random effect of observer only explained a small fraction of total
variance of the models for vital rates (maximum fraction of vari-
ance explained by observer across all models used was <0.051).
In our IPM, discretized kernels were constructed with 26 size

classes, and seedlings entered the kernel with a height of 5.44 cm
and a basal area of 0.96 mm2, the mean of all H. meyeri with
height <10 and a basal diameter of 2 (the upper limits for newly
observed plants in the field). To generate estimates of λs for each
combination, we initiated projections with the averaged stable size
distribution (averaged across the five different years’ kernels) for a
given site*block, and then projected population sizes forward,
sampling annual kernels with equal probability for 10,000 y. We
discarded the first 2,000 y, to guard against transient dynamics,
then averaged the remaining years’ λ to obtain λs, and then av-
eraged λs across each site’s blocks. We discarded all model and
parameter combinations that predicted ≤0 seedlings per fruit. The
global model for seedlings per fruit often predicted ≤0 seedlings
per fruit, so we used the best-fit model for fruit-to-seedling tran-
sition rate in our global projections, rather than the global model.
Our methods are standard for both matrix models and IPMs, so
could be described as being either of these very similar types of
models.
When calculating RIE for the decompositions, we set nonfocal

species interaction types to the mean of the Mesic and Arid site
values to isolate the effect of rainfall and the focal species in-
teraction (e.g., when assessing the effect of herbs, we set herbi-
vore, pollinator, and shrub density to their mean value across the
Arid and Mesic site); thus, total RIE for the decomposition
approach is not the same as the RIE in Fig. 2. For the de-
composition of vital rates, variance in growth was set to mean
values.
To obtain mean matrices to get elasticities, as well as generation

times, we generated kernels for each combination of site, five
annual rainfall values, and block, and then averaged over rainfall

years and blocks to get site-specific kernels. These kernels used field
conditions for species interactions (+ herbs, + shrubs, + herbi-
vores, − simulated pollinators) and best-fit parameter estimates of
all best-fit models with ΔAICc ≤ 2, the same suite of models used
in the main text (weighting the predicted vital rates with their
corresponding models’ AICc weight). As in our main analyses, we
discarded seedlings per fruit values ≤0. We obtained elasticities via
perturbation.

Estimates of Total H. meyeri Biomass
To generate a unified metric of size, we measured and harvested
above-ground biomass of 30 plants arrayed equally across the
three sites, drying to a constant weight and then regressing
log-transformed dry biomass on log-transformed basal area ×
height. This gave us biomass = exp(0.3338488 × log(basal area ×
height)), which had an R2 of 0.88.
Plants subject to neighbor removal treatments show a different

relationship between basal area and height (increased basal area
growth relative to height, perhaps due to alleviation of light
limitation). To generate a separate biomass regression for plants
subject to neighbor removal treatments, in July 2012 we also
conducted neighbor removal treatments on 19 plants (7 at the
Intermediate site, 3 at the Arid site, 9 at the Mesic site; sample
sizes are unequal due to mortality after establishment of these
treatments, and for each site, we had roughly equal numbers of
plants in both herbivore total-exclosure treatments and areas
open to herbivores). In June 2014, we measured and harvested
these plants, drying to a constant weight and then regressing
log-transformed dry biomass on log-transformed basal area ×
height. This gave us biomass = exp(0.3593906 × log(basal area ×
height)), which had an R2 of 0.90. We used these two equations
to get estimates of biomass for both unmanipulated plants and
plants subject to neighbor removal treatments.

Rainfall Data and Effects of Rainfall on H. meyeri
Performance
Rainfall Is a Stressor.We know that water is a limiting resource for
H. meyeri. First, we observed the highest λs values in the Mesic
site (Fig. S5). Also, we conducted a watering experiment within
the herbivore total-exclosure treatment at each of the three sites,
watering 19–21 plants at each site (see Table S2 for sample sizes)
with 7.5 L every month for 10 mo (March 2014 to Feburary 2015)
and comparing their growth to the growth of unmanipulated
control plants over this same interval. This level of rainfall ap-
proximated one-half of the long-term average of rain in the
Mesic site (2009–2012; we initiated a pilot watering experiment
in 2012). We then compared five models of mean growth as a
function of (i) site*watering treatment interaction; (ii) site +
watering treatment; (iii) site alone; (iv) watering treatment alone;
and (v) intercept only, with block as a random effect in all models.
While the best-supported model indicates constant growth rates
regardless of site or watering treatment (AICc weight, 0.486), the
second-best–supported model indicates a positive effect of addi-
tional water on plant growth (AICc weight, 0.239), suggesting that
rainfall is a stressor in the field. A greenhouse study shows no
evidence for local adaptation to rainfall.

Determination of Annual Rainfall. Average annual rainfall from
2009 to 2014 is 486.4 mm/y in the Arid site, 577.4 mm/y in the
Intermediate site, and 593.8 mm/y in the Mesic site (Fig. S7).
Rainfall data before June 2010 come from manual rain gauges
(one at each of the three sites), and after from automatic rain
gauges (two to three at each of the three sites) in the herbivore
total-exclosure treatments (28). Note that these rainfall amounts
differ from those amounts reported in previous papers on the
same H. meyeri system because they include rainfall data from
more years than previous studies.
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Calculation of Predictor Variables for Vital Rate Models and
for Projections of λs
For all of our analyses, we collected data from all herbivore exclosure
treatments and use all of these data to fit our mixed models for vital
rates. When projecting population growth rate in the presence vs.
absence of herbivores, we compare results from the total-exclosure
treatment (which excludes all herbivores) and the completely open
treatment (which lets in all herbivores).

Rainfall.We used cumulative rainfall (the average of two to three
automatic rain gauges at each site) between the midpoint of the
first H. meyeri remeasurement period (this period was usually 2–
3 mo long) and the midpoint of the second H. meyeri remea-
surement period as a predictor variable (or for 12 mo before
measurement for fruit-to-seedling transition rate). Specifically,
we used rainfall between each of our H. meyeri remeasurement
periods as a predictor variable for survival, mean growth, and
variance in growth during that same interval, as well as re-
production at the end of that interval.

Herbivore Activity. Similarly, we used dung counts (a proxy for
herbivore activity) during the interval as a predictor of survival,
mean growth, and variance in growth during that interval and
reproduction at the end of that interval (or for 12 mo before
measurement for fruit-to-seedling transition rate). For each dung
survey*site*block*treatment combination, we summed total dung
counts collected along three transects to get an estimate of her-
bivore activity per survey (28). To obtain an estimate of average
herbivore activity in each site*block*herbivore exclosure treat-
ment during the intervals between H. meyeri measurements, we
averaged the quarterly counts from the dung counts conducted
between the midpoint of the first H. meyeri remeasurement period
and the midpoint of the second H. meyeri remeasurement period.
We used the midpoint of the dates over which the dung survey was
conducted as the date of the dung survey in this analysis. For our
initial measurements, we averaged the data from the dung counts
collected over the previous year. We discarded dung counts for
hippo, which were only counted in one survey (only one dung pile
was found), as well as for all carnivores. For one survey, the In-
termediate site blocks 1 and 2 were not labeled, so we discarded
these dung counts. For another survey, we did not count the dung
of 3 species (out of 12 species), so we replaced these missing data
with zeros, as average dung counts across all transects for these
3 species were 0.004, 0.004, 0.005 piles/transect, respectively.
For our transects outside of the UHURU plots, for which we

had neither rainfall data nor herbivore dung counts, we used that
site’s rainfall value, and we used the average of all that site’s
blocks’ herbivore dung counts for a given time period. Transects
were ∼200 m from the plots, and thus likely experience similar
herbivore densities and rainfall levels.

Other Predictor Variables. Each plant had an associated value for
percent cover (percent ground cover of vegetation in a 30-cm ra-
dius) as well as an associated distance to shrub, measured annually.

Predictor Variables Used in Projections of λs. For the predictor
variables in our projections, presented in main text Fig. 2, we used
the observed rainfall values between our H. meyeri remeasure-
ment periods to get site-specific values of rainfall for each of
4 y. We averaged across all blocks’ observed herbivore activity
values between our H. meyeri remeasurement periods to get
year*site*herbivore exclosure treatment-specific herbivore activity
predictor variables, and then averaged across years. Average
naturally occurring herbivore activity levels (in UHURU open
control treatments, open to herbivores) were as follows: 23.6
(Arid), 21.5 (Intermediate), and 13.4 (Mesic).
For neighboring biomass cover, we averaged all nonmanipulated

plants’ observed values in each year*site*herbivore exclosure

treatment to get a mean value for each site*herbivore exclosure
treatment, and then averaged across years. Average naturally oc-
curring neighboring biomass cover levels (in UHURU open con-
trol treatments, open to herbivores) were as follows: 46.0 (Arid),
43.4 (Intermediate), and 64.4 (Mesic); recall that these are percent
covers. For distance to shrub, we used the median of all non-
manipulated plants’ observed distances in each site*herbivore
exclosure treatment, averaged across years, as the presence of the
interaction, and the maximum distance ever observed in un-
manipulated plants as the absence of the interaction. Median
naturally occurring distances to shrub (in UHURU control treat-
ments, open to herbivores) were as follows: 69.7 cm (Arid), 54.7
(Intermediate), and 50.2 (Mesic); maximum was 915. Note that
averaging across years removes any across-year covariance between
interacting species’ densities and rainfall: given that our measure-
ment of rainfall is a cumulative metric, a long-term average of
interacting species’ density over both rainy and dry years (similar to
the breadth of rainfall experienced during wet and dry seasons),
rather than a year-specific value, seemed more appropriate.
For our projections in field conditions, we used the following as

predictor variables: (i) the site-specific open control neighboring
biomass cover average value for neighboring biomass cover;
(ii) the site-specific open control median distance to shrub for
distance to shrub; (iii) the site-specific open control dung counts
for herbivore activity; (iv) the predicted number of fruits given
fruiting and fruit-to-seedling transition rates using field data.
Hibiscus meyeri fruits have a maximum of 15 seeds, so we fixed
the maximum seedlings per fruit at 15. For predictions without
shrubs, we changed (ii) above to the maximum distance to shrub
observed across all sites and herbivore exclosure treatments. For
predictions without herbs, we changed (i) above to 0. For pre-
dictions without herbivores, we changed (i), (ii), and (iii) above
to analogous herbivore total-exclosure treatment values. For
predictions with simulated pollinators, (i), (ii), and (iii) were as
for field conditions, but (iv), the predicted number of fruits given
fruiting and fruit-to-seedling transition rate using field data, were
multiplied by 1.0989 and 1.0526, respectively. For our results
with nonspecific predictor variables shown in Fig. S6, we aver-
aged across the sites to get values for these predictions.

A Theoretical Decomposition of the Factors Contributing to RIE
As defined in the text, the RIEmeasures the change in the impact
of a species interaction on the population growth rate of a focal
species along a gradient of abiotic conditions from less stressful to
more stressful. SIASH proposes that antagonistic species inter-
actions exert a more negative impact on population growth as the
harshness of the abiotic environment declines. A key idea is that
changes in one or more vital rates change the pattern of sensi-
tivities of population growth to underlying vital rates, such that
the same effects of interacting species on vital rates can have quite
different impacts on λ if other vital rates differ.
To explain the different mechanisms that can influence RIE, in

this appendix, we derive an analytical approximation for a change,
Δλ, in the deterministic population growth rate λ as a function of
changes in vital rates (e.g., survival, growth, and reproductive
rates) and in sensitivities of λ to the vital rates, driven by dif-
ferences in both the abiotic environment and species interac-
tions. (Note that Δλ in all that follows in this appendix is
different from the Δλ in the main text, as we are here following
standard notation for Taylor expansions.)
We start with a simpler expression for RIE than the one used in

the main text:

RIE=
!
λðWO,MÞ–  λðW,MÞ

"
–
!
λðWO,AÞ–  λðW,AÞ

"
, [S1]

where the superscripts indicate population growth rate without
(WO) or with (W) the interacting species and in the Mesic
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(M) or Arid (A) environment. We will consider λ(WO,A) as a
baseline population growth rate, as it is the rate when the abiotic
variable (i.e., rain) and the density of the interacting species are
at low levels. We can expand the expression for RIE in [S1]
by considering how the other three λ’s change relative to the
baseline λ(WO,A). For example, we could let

λðW,MÞ = λðWO,AÞ +ΔλðΔda,ΔdbÞ, [S2]

where Δλ(Δda, Δdb) is the change in λ (relative to the baseline)
when we change the abiotic variable (rain) by an amount Δda
and the density of the interacting species by an amount Δdb
(where the subscript b indicates that this is the species interac-
tion of interest). If we have a general expression for Δλ(Δda,
Δdb), we can use it to estimate all three of the λ’s (other than
the baseline) in [S1]. The second-order Taylor expansion of λ as
a function of the underlying vital rates, the vi’s, provides such a
general expression:

Δλ  ≈
X

i

Δvi
∂λ
∂vi

+
1
2

X

i

X

j

ΔviΔvj
∂2λ
∂vi∂vj

, [S3]

where the ∂λ=∂vi’s, the so-called sensitivities of the population
growth rate to the underlying vital rates, and their higher-order
derivatives are evaluated at the baseline condition and the Δvi’s
are the changes in the vital rates in response to changes in abiotic
conditions and species interactions.
Now we consider two of the vital rates, vm and vn, which

contribute the following term to the right-hand side of [S3] (plus
additional terms with cross partial derivatives involving vm or vn,
but not both):

Δvm
∂λ
∂vm

+Δvn
∂λ
∂vn

+
1
2
Δv2m

∂2λ
∂v2m

+ΔvmΔvn
∂2λ

∂vm∂vn
+
1
2
Δv2n

∂2λ
∂v2n

.

[S4]

Because RIE in [S1] measures the change in the impact of a
species interaction with a change in an abiotic factor along a
gradient, each of the terms in [S4] will contribute to RIE only
if they change with both a change in the abiotic factor and the
presence of the species interaction; otherwise, these terms will
contribute identical values to the difference in λ without vs. with
the species interaction in Mesic and in Arid sites, and thus will
cancel out in the expression for RIE in [S1]. Let us assume that
the abiotic factor affects both vital rates, vm and vn, but that the
species interaction affects only vm. In particular, we assume that

Δvm ≈Δda
∂vm
∂da

+Δdb
∂vm
∂db

and Δvn ≈Δda
∂vn
∂da

, [S5]

where Δda and Δdb are as defined above, and the partial deriv-
atives represent the sensitivities of these two vital rates to the
abiotic and species interaction variables, and again are evaluated
at the baseline condition. In this situation, the only terms in [S4]
that contribute to the RIE are as follows:

#
Δda

∂vm
∂da

+Δdb
∂vm
∂db

$
∂λ
∂vm

, [S6]

1
2

#
Δda

∂vm
∂da

+Δdb
∂vm
∂db

$2 ∂2λ
∂v2m

, [S7]

#
Δda

∂vm
∂da

+Δdb
∂vm
∂db

$
Δda

∂vn
∂da

∂2λ
∂vm∂vn

. [S8]

In each of these terms, Δdb represents the effects of changing the
density of the interacting species on RIE (our “density mecha-
nism”), while ∂vm=∂db represents the per capita effects of the
species interaction on the vital rate that it directly affects (our
“per capita impact mechanism”; specifically, it is the slope of a
line describing how the vital rate changes with changing densities
of the interacting species). In [S7], the second partial derivative
∂2λ=∂v2m = ∂=∂vmð∂λ=∂vmÞ represents the change in the sensitivity
of the population growth rate to vm as the abiotic drivers and
density of the interacting species changes (thus changing vm),
which is part of our “life history mechanism.” That is, it represents
the effect of changes in life history with changing aridity that will
alter the effects of species interactions on λ. In addition, Eq. S8
illustrates a second part of the life history mechanism: when a
change in the abiotic factor drives a change in a vital rate that is
not directly affected by the species interaction (such as vn), the
impact of the species interaction on the population growth rate
can nevertheless change because changes in the life history cause
changes in the sensitivities to other vital rates (e.g., vm) that are
affected by the species interaction (this change in sensitivity is
represented by the term ∂2λ=∂vm∂vn = ∂=∂vnð∂λ=∂vmÞ in [S8]).
Thus, in summary, RIE can be driven by (i) a change in the

density of the interacting species along the gradient (our density
mechanism); (ii) a change in the per capita effects of the inter-
acting species (our per capita impact mechanism); (iii) a change
in the life history causing changes in the sensitivities of pop-
ulation growth to vital rates that are affected by the species in-
teraction; and (iv) a change in the sensitivity of population
growth to vital rates affected by the species interaction because
of changes in other vital rates not affected by the species in-
teraction. The direct and indirect changes generated by (iii) and
(iv) together comprise our life history mechanism.

Herbivore Species and Densities
Herbivore Species. Large common herbivores in UHURU include
elephant (Loxodonta africana), giraffe (Giraffa camelopardalis),
eland (Taurotragus oryx), buffalo (Syncerus caffer), zebra (Equus
quagga), waterbuck (Kobus ellipsiprymnus), impala (Aepyceros
melampus), warthog (Phacochoerus africanus), and dik-dik
(Madoqua guentheri) (27). The mammalian herbivore commu-
nity composition is similar across sites, with elephant (Loxodonta
africana), impala (Aepyceros melampus), and dik-dik (Madoqua
guentheri) dominating (28).

Densities of Herbivores Across Herbivore Exclosure Treatments and
sites. Herbivore exclosure treatments are highly effective and
herbivore densities are higher in our Arid site. We used dung
count data from 19 dung count surveys used in this study, con-
ducted between July 2010 and May 2015, to test for differ-
ences in herbivore activity. We summed total dung found in each
site*herbivore exclosure treatment*block*survey combination, and
then averaged across blocks for each survey. We found a signif-
icant effect of site on log-transformed dung counts in control
areas open to herbivores [ANOVA, F(2,56) = 5.69, P = 0.006],
with higher herbivore activity in the Arid site than in the Mesic
site [Tukey’s honest significant difference (HSD), P = 0.005].
Mean dung count values in open controls are as follows: Arid
site, 23.0; Intermediate, 19.8; and Mesic, 14.0. Herbivore ex-
closure treatment had significant effects on total dung: a two-way
ANOVA revealed nonsignificant effects of site and site*herbi-
vore exclosure treatment, but significant effects of herbivore
exclosure treatment [F(3,218) = 94.7488, P < 2e-16]. The open
control treatment, open to all herbivores, had greater amounts of
total dung than the total-exclosure treatment, closed to all her-
bivores (Tukey’s HSD, P << 0.05).
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UHURU Is Representative of a Substantial Fraction of
H. meyeri’s Geographic Range and Is Thus Likely to Be
Reflective of Dynamics at the Range Edge
We see no variation in H. meyeri density across this rainfall
gradient in field conditions (densities calculated as in ref. 27; P >
0.05), and this could be for two reasons: (i) the extreme patch-
iness of its distribution means that our local estimates of density
may not reflect average density differences as a function of
rainfall; or (ii) this species is undergoing shifts in its geographic
range (with the Mesic site becoming more suitable for H. meyeri,
but density is not yet high). Shifts in H. meyeri’s geographic range
over time would suggest that range boundaries are not stable in
this species, and thus that our results on the effects of abiotic
stress or species interactions must be interpreted in light of
trailing vs. leading range boundaries, rather than the factors that
set range boundaries. To test that H. meyeri range boundaries
were stable, we recorded descriptions (mostly of general locali-
ties, not of specific GPS locations) of locations of H. meyeri,
Hibiscus callyphyllus, and Hibiscus micranthus herbarium specimens
at the National Museums of Kenya, and if GPS coordinates were
missing, we converted these to exact locations (49). We dis-
carded specimens whose label indicated that they were located
in an artificial environment (e.g., greenhouse or garden), or
that had insufficiently precise location information (>150-km-
diameter range). We supplemented these locations with data
from the Global Biodiversity Information Facility, using the
getData() function in R’s raster package (50). We assumed that
all locations at which H. meyeri was collected were presences, but
locations at which H. callyphyllus or H. micranthus, but not
H. meyeri, were collected were absences (51) (Fig. S7). We then
removed duplicates (plants collected in the same place) and
constructed a simple climate envelope model: we first extracted
BioClim variables (at the 2.5-min scale) (52) for locations of
H. meyeri presence and absence, and then used a model selection
approach to determine whether mean annual temperature, mean
annual precipitation, and seasonality of precipitation, or some
combination of these, best explained H. meyeri presence. Only
mean annual precipitation and seasonality of precipitation were
present in the best-fit model, with no effect of mean annual
temperature.
We used the best available herbarium records for this work, but

they suffer from at least two limitations. First, there is a clear
sampling bias in our herbarium records: few specimens were
collected in Mozambique or Tanzania (Fig. S7A). Second, the
year of these collections varies widely, from 1858 to 2009, and
the WorldClim dataset we used here is only representative of

1960–1990 (52). Due to these reasons, we do not show any
predictions of the climate envelope model but rather show actual
precipitation values of herbarium specimen locations. We note
that our inference that precipitation is much more important
than temperature is likely correct, as our presence/absence data
span a wide temperature gradient (Fig. S7A).
Our model selection approach suggests that mean annual

temperature does not affectH. meyeri occurrence, but that higher
total precipitation and higher variability in precipitation reduce
probability of occurrence. Supporting these results, H. meyeri
presence records occur over a smaller range of annual pre-
cipitation than do absence records (Fig. S7C). Hibiscus meyeri
presence records have a lower precipitation seasonality than
do absence records (Fig. S7D), suggesting that seasonality of pre-
cipitation is also a critical driver of H. meyeri presence.
UHURU spans a substantial fraction of the variability in

precipitation experienced by this species throughout its range, for
both mean annual precipitation and precipitation seasonality
(Fig. S7 C and D), but does not represent range boundary con-
ditions. UHURU is substantially closer to the arid, rather than
mesic, end of the range: the long-term average of mean annual
rainfall at the Mesic site is near the mean annual rainfall at
which most herbarium specimens of H. meyeri occur [although
the mean annual rainfall during our experiment was lower than
the long-term average (Fig. S7C), note there is substantial in-
terannual variability in rainfall (Fig. S7B)]. The Arid site is fur-
ther from the center of the range of precipitation values at which
H. meyeri occurs but still well within “normal” conditions. Fur-
thermore, both the Mesic and the Arid site are well within
H. meyeri’s niche for seasonality in precipitation. Our finding of
strong effects of species interactions at the Mesic site (which is
near H. meyeri’s optimal climate conditions across its range)
suggests that species interactions should strongly affect H. meyeri
throughout most of its range, as about one-half of H. meyeri
occurrences are at rainfall values higher than the Mesic site.
To test whetherH. meyeri’s range is shifting with climate change,

we subdivided our herbarium records by year, removed duplicates,
and generated presence–absence data in the same manner as for
our climate envelope model. We then asked whether there was a
significant relationship between year of collection date and the
climatic variable of the occupied site, but found none (although
H. meyeri presences show a marginally significant shift to lower
mean precipitation over time, bio12, P = 0.0621). Due to high
variability among years in collecting effort, coupled with a small
sample size of presence records (Fig. S8), we were unable to infer
whether H. meyeri’s geographic range had shifted through time.
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Fig. S1. Schematic of UHURU experiment. Across each of three locations (indicated by gray boxes) spanning an aridity gradient at Mpala Conservancy
(outlined in black), there are three replicates (“blocks”) of a set of herbivore exclosures. In our study of herbivore effects, we contrasted “Total” (no mam-
malian herbivore access) with “Open” (all mammalian herbivore access).
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Fig. S2. Effect of aridity and species interactions on vital rate values for survival, mean growth, probability of fruiting, number of fruits given fruiting, and
fruit-to-seedling transition rate. We show changes in vital rates resulting from best-fit models of species interactions. If a line is not present, vital rate does not
differ from field conditions.

Louthan et al. www.pnas.org/cgi/content/short/1708436115 7 of 14

www.pnas.org/cgi/content/short/1708436115


Experimental 
manipulations 
of herbs

Experimental 
manipulations 
of herbivores

Observation of 
distance-to-
shrub

Mixed-effects regression models: predict each 
vital rate (survival, growth, probability and amount 
of fruits) from interactions + rainfall

Use vital rate models to construct full demographic models for H. meyeri.  Each 
stochastic integral projection model reflects life history for a given aridity level and set 
of species interactions, with uncertainty in parameter and model selection

Calculate relative effect of herbivory in Arid v. Mesic site: 
RIE= ln (λM, no H/ λM, H)- ln(λA, no H/ λA, H)

Simulated increase in seeds 
per fruit and fruits per plant

Observation of 
pollinator 
visitation rate 

Use population models to 
predict stochastic 
population growth rates 
for Arid site with 
herbivory: λA, H

Use population models to 
predict stochastic 
population growth rates 
for Arid site without 
herbivory: λA, no H

Use population models to 
predict stochastic 
population growth rates 
for Mesic site with 
herbivory: λM, H

Use population models to 
predict stochastic 
population growth rates 
for Mesic site without 
herbivory: λM, no  H

shrubs

Fig. S3. Flow chart of modeling approach for RIE values. We describe how we use an integral projection model (IPM) approach to generate stochastic IPMs
frommixed-effects regression models for each vital rate, incorporating both model and parameter uncertainty from the mixed-effects regression models. Here,
we show an approach for shrubs, but analogous approaches apply for our three other species interactions. We generate stochastic IPMs for each aridity level
(Arid, Intermediate, and Mesic) in the presence of all species interactions, as well as for each aridity level*manipulation of each species interaction (removal for
herbs, herbivores, and shrubs, addition for simulated pollinators). Simulated results of manipulation of pollination is accomplished by modifying the mixed-
effects regression model’s predicted seeds per fruit and fruits per plant. We modify this approach to quantify each mechanisms’ contribution to RIE; we use the
same mixed-effect models to construct the same set of λs (as in this figure), but with two added steps. First, we alter the mixed-effect regression models, such
that either (i) focal interacting species densities, (ii) rain terms in rain*focal interacting species terms, (iii) block effects/rainfall in all other terms vary across
aridity levels, or none of these terms varies across aridity levels. Second, we compare RIE values from each of these modifications to an unmodified RIE that
used aridity level-specific focal species interaction levels, rainfall values, and block effects, quantifying the impact of each of the three mechanisms outlined in
the text on generating RIE. All Inset figures are replicates of figures in the main text and of Fig. S4, such that n = 1,000, error bars in the Uppermost Inset are SE
of coefficients, and Lowermost Inset is a standard boxplot. F-to-s, fruit-to-seedling transition rate; Int., Intermediate site.
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Fig. S4. The sensitivity of population growth to some vital rates is higher in the Mesic site. As is standard practice in demography, we use elasticities to show
the sensitivity of population growth to changes in a vital rate, where elasticity is the estimated proportional change in population growth rate away from its
baseline value with a given proportional change in the vital rate. For reference, A shows the sign and magnitude of best-fit fixed-effect coefficients for herbs,
shrubs, and herbivores on each vital rate (for interaction and variance coefficients, see Table S1), from models fit with standardized predictor variables, so
values reflect relative effect size. Absence of bars indicates that the fixed effect was not present in the best-supported model; error bars indicate SE of co-
efficients. The effect of simulated pollinators on vital rates is multiplicative and therefore shown on a different scale than other species interactions (Right y
axis), and has no SE. B–G show elasticities of λ to size-specific vital rates [B, survival; C, mean growth; D, variance in growth; E, probability of fruiting; F, number
of fruits; and G, fruit-to-seedling transition rates] at Arid, Intermediate, and Mesic sites. We obtained values via perturbation of kernels for each combination
of site, five annual rainfall values, and block at each site, and then averaged over rainfall years and blocks to get site-specific kernels. These kernels used field
conditions for species interactions (+ herbs, + shrubs, + herbivores, − simulated pollinators) and best-fit parameter estimates of all best-fit models with ΔAICc ≤
2, the same suite of models used in the main text (weighting the predicted vital rates with their corresponding models’ AICc weight). As in our main analyses,
we discarded seedlings per fruit values ≤0. Note change of scale in B. F-to-s, fruit-to-seedling transition rate; Int., Intermediate site; no. fruits, number of fruits
given fruiting per reproductive individual; p(fruits), probability of fruiting.
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Fig. S5. λs as a function of aridity, in field conditions and with altered species interactions (with model and parameter uncertainty). Dotted line shows where
λs = 1, and points are jittered for better readability. Bars represent ±SD. Note that the uncertainty in λs values is not fully reflected in RIE values, as the index is
calculated within sets of λs estimates sharing both random model and parameter uncertainty.

Fig. S6. SIASH is robust to alternate model formulations. A–D indicate change in λs after altering species interactions with nonspecific predictor variables,
across the corresponding herbivore exclosure treatment in Arid, Intermediate, and Mesic sites and no block effects. Numbers <0 indicate altering the in-
teraction(s) reduced fitness and numbers >0 indicate altering the interaction(s) increased fitness. Differences [ln(λs with altered interaction/λs under field
conditions)] are averaged across 1,000 replications that incorporate model and parameter uncertainty. Bars represent 10–90% CIs; note the change in scale in
D. Note that the similarity between this figure and Fig. 1 suggest that density exerts minimal effects on the overall magnitude of the change in λs between
Mesic and Arid sites, as our main-text analyses also indicate (besides in the case of herbs). E is a standard boxplot of RIE values generated using 1,000 replicates
of the predictions of only best-fit models, analogous to Fig. 2. Int., Intermediate site; Mes., Mesic site.
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Fig. S7. Climatic niche of H. meyeri. A shows locations of known occurrences and absences of H. meyeri from herbarium specimen locations: note the dearth
of records in Mozambique and Tanzania. B shows standard boxplots of annual rainfall at each site in the years used in this study. C shows a histogram
(normalized to 1) of the mean annual precipitation of these known occurrences and absences of H. meyeri taken from the WorldClim dataset (Bioclim variable
“Bio12”) (52). Arrows indicate mean annual precipitation at the three sites in UHURU, from data taken from 2009 to 2014. Vertical bar indicates longer-term
annual rainfall (1998–2015) taken at Mpala Research Centre, available only at the Mesic site (∼2 km from the UHURU Mesic site) (53). D shows a histogram
(normalized to 1) of the seasonality of precipitation of these known occurrences and absences of H. meyeri taken from the WorldClim dataset (Bioclim variable
“Bio15”) (52). Arrows indicate the WorldClim predictions of seasonality in precipitation for the UHURU sites. Direct estimates of seasonality in precipitation
using rainfall data collected in UHURU yields unrealistically high estimates (Mesic, 164; Intermediate, 180; Arid, 175), likely due to an averaging effect at the
low spatial resolution of WorldClim data. Estimates of seasonal variability from 1998 to 2015 at the Mesic site were not available.
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Fig. S8. Shifts in H. meyeri’s geographic range over time. Blue dots show locations of presence data of H. meyeri over 10-y increments. We see no strong
evidence for a shift in H. meyeri’s geographic niche, although the small number of records, particularly in 1996–2015, make inference difficult.
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Table S2. Initial sample sizes (number of individual H. meyeri marked and followed) for data collection in 2011 in each site*herbivore
exclosure treatment combination

Site
Herbivore exclosure

treatment
Unmanipulated

nonexperimental plants
Unmanipulated

experimental plants
Experimental plants

subject to neighbor removals
Plants subject to
additional water

Intermediate Open control 53 134 69 NA
Intermediate Total exclosure 49 30 27 19
Intermediate Mega 44 NA NA NA
Intermediate Meso 31 NA NA NA
Mesic Open control 86 161 80 NA
Mesic Total exclosure 102 33 24 21
Mesic Mega 88 NA NA NA
Mesic Meso 68 NA NA NA
Arid Open control 83 150 79 NA
Arid Total exclosure 68 60 24 20
Arid Mega 74 NA NA NA
Arid Meso 70 NA NA NA
Mesic Open transects 49 35 22 NA
Arid Open transects 37 44 22 NA

Open controls are open to all herbivores, total exclosure excludes all herbivores larger than hares, Mega excludes mega-herbivores and larger, and Meso
excludes meso-herbivores and larger. At each census, we replaced plants as necessary to maintain consistent sample sizes; plants were lost due to mortality or
inability to relocate plants. For our experimental work, we tagged more plants in open-control plots than we did in total-exclosure treatment plots (due to a
desire to leave some plants in total-exclosure treatments unmanipulated for future experiments). Furthermore, in total-exclosure plots, experimental plants
were one-third control, one-third neighbor removal, and one-third supplemental water, while in control plots, experimental plants were one-third neighbor
removal plants and two-thirds control, with no supplemental watering (a pilot experiment indicated that elephants preferentially consume supplementally
watered plants, so we did not conduct this experiment in the open control). NA, missing data.
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